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CPU: Intel Press Kit, DRAM: own
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Memory Controller

2..8 Channels

Contention causes interference

Solved for caches 
[Zhuravlev Survey12]

What about DRAM?
Example: Xeon E5 v4, X-Mem

[Gottscho X-Mem ISPASS16]

60 GiB/s maximum memory read bandwidth

Single core 12 GiB/s
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Experiment: DRAM Interference

Marius Hillenbrand – Software-Defined Physical Memory06.03.2017

Partition caches and cores to expose memory interference

 Magnitude of slowdown is unpredictable
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DIMM

DIMM

DRAM Parallelism [Jacob Memory07]
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2..8 Independent Channels
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DRAM Chip
Independent Banks
8 or 16 per rank

Memory Controller
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DRAM Operation & Interference
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64
k 

ro
w

s

 Want parallelism for performance

1k columns



Operating Systems Group, Department of Informatics6

Mitigation: Partitioning

Page placement is long-term 
scheduling

Permission to send read/write 
requests to DRAM banks/channels

Partitioning
Page coloring [Liedtke CacheRT97] 

Channels [Muralidhara Chan11]

Banks [Liu BPM14]

Control parallelism
Isolation maintains locality
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DIMM

DIMM

4 channels

Libquantum
VAS

Streamcluster
VAS



Operating Systems Group, Department of Informatics7

Partitioning – DRAM Address Mapping

OS page placement assigns channels and banks

DRAM address mapping scheme [Jacob Memory07, 13.3]

Configured at boot time

Marius Hillenbrand – Software-Defined Physical Memory06.03.2017

(channel, rank, bank, row, column)
Linear physical AS DRAM AS

31 0
offsetpage frame number (pfn)

11

columnrow bank chcolumn
31 011 8:715 channel & bank 

interleaving
31:30|29:27 012

columnrowbankch Non-interleaved 
(+page coloring)

 Need to reconfigure address mapping to enable partitioning (BIOS setup) 

offsethuge pfn

20
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Slowdown from Partitioning
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HW interleaving

Page coloring

X-Mem
[Gottscho X-Mem ISPASS16]

 Avoid slowdown when not needed, thus reconfigure at run time
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DRAM Address Mapping Aliases 

Bank + channel interleaving
Max parallelism
No isolation
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Physical AS DRAM AS

2 banks

2 channels

Page
frame

 Dynamically choose performance or isolation at run time

Map DRAM 
multiple times

Add alias-aware 
page allocator

Linear
Channel and bank partitioning
Minimum parallelism

Bank interleaving
Channel partitioning
Bank parallelism
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Channel Mapping Aliases

Reconfigurable address translation (Intel Xeon, AMD Athlon/Opteron)
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[SongPIkit16] [Xeon7500] [AMD15h30h]

base limit chan

0 4G 0-3

4G 5G 0

5G 6G 1

6G 7G 2

7G 8G 3



Operating Systems Group, Department of Informatics11

Alias-Aware Memory Management

Page coloring
Large regions
Utilize NUMA support in OS

Binding processes to mapping scheme and channel
Aliases and channels are ~NUMA memory nodes

Avoiding conflicts
Same DRAM behind corresponding physical regions
Memory hotplugging sets conflicting regions offline

Migrating processes
NUMA memory policy and page migration
Cache coherence
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Evaluation: On-Demand Partitioning

Scenario: Compute cluster node
Interleaved address mapping
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Background: SPEC libquantum

Parsec canneal

Oracle + reboot: 
Partitioned

Slowdown

Mapping Aliases:
Migrate → Partitioned Migrate

Interference causes slowdown

32 %

13 %

15 %
2s (downtime <1s)

 Dynamic reconfiguration provides effective isolation and reduces slowdown

Channel partitioning

AMD Athlon X4 880K 
Linux 4.4.36
Cache & core partitioning
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Conclusion

DRAM performance interference
Slowdown depends on workload combination
Not known in advance

Partitioning introduces unavoidable overhead
Disables interleaving
Reduces memory parallelism

DRAM mapping aliases offer the OS a choice at runtime
Isolation or sharing
Integrated with memory management

Performance of interleaved address mapping
On-demand partitioning
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Evaluation Setup

AMD Athlon X4 880K Steamroller
[AMD15h30h]

32 GiB dual-channel DDR3 DRAM
Channel-interleaved alias
Linear alias

Linux 4.4.36 + modifications

Core and cache partitioning

Marius Hillenbrand – Software-Defined Physical Memory06.03.2017
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Implementation: Conventional Mapping

3-stage address translation (Intel Xeon, AMD Athlon/Opteron)
1. Source NUMA routing
2. Target address decoder
3. (DRAM address decoder)

Marius Hillenbrand – Software-Defined Physical Memory06.03.2017
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DRAM Structure
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Memory Controller

2..8 Channels

…DIMM

DIMM

Rank
Rank

Rank
Rank

Hierarchy of parallel resources

Memory Channel 
Command & address / data bus
Set of DIMMs

Rank
Set of chips (8/9)
Addressed as a unit
1-2 per DIMM

Bank
2-dimensional DRAM array
8/16 per rank

[Jacob Memory07]
Row buffer

 Memory parallelism from independent banks and channels
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