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A common technique to identify bugs and discover vulner-
abilities in applications is to run the software of interest
in a functional, that is instruction-level, simulator such as
Valgrind [10] or Pin [6] and employ dynamic analysis. For
operating system centric research a functional full system
simulation (FFSS) is required which includes the operating
system in the simulation. FFSS gives developers and secu-
rity researchers the means to inspect every operation carried
out, even in privileged kernel-mode components. This way
Google engineers identified over 20 kernel security vulnerabil-
ities in Windows 8 by analyzing the memory access patterns
at the system call interface [4].

While functional full system simulation has thus generally
proven to be a very powerful tool, a well-known limitation
is its immense slowdown. Depending on the required level
of detail and the degree of instrumentation, running a work-
load with FFSS is up to multiple orders of magnitude slower
compared to native execution. We have measured a slow-
down of 30x with QEMU [1] and up to 1000x with the more
accurate Simics [7] simulator. Similar numbers have also
been reported by other researchers [5, 8]. In practice, the
slowdown creates severe obstacles for a comprehensive use
of functional full system simulation:

Interactivity Scenarios that should capture interactivity
with a human user or an external network device are not
feasible. A single key stroke can quickly take from multiple
seconds up to minutes until being fully processed. Network
protocols such as TCP in turn react to the situation with
throttling and timeouts.

Accuracy of Results Since the simulation considerably
slows down the guest, activities dependent on external events
such as I/O operations appear to complete faster - a phe-
nomenon called time dilation by Chen et al [9]. This distorts
measurements and produces unrealistic behavior.

Coverage Evaluating a test scenario in full length can take
considerable time, forcing researchers to reduce coverage.
The authors of the Google study summarize that the slow-
down was the primary restrictive factor, which limited the
coverage of their analysis to the system boot phase and short
desktop usage [4]–potentially missing further vulnerabilities.

SimuBoost [11] strives to drastically reduce the slowdown
of functional full system simulation, thereby allowing re-
searchers to accurately analyze interactive, network-centric,
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Figure 1: The workload is executed with fast vir-
tualization. Checkpoints at the interval boundaries
serve as starting points for parallel simulations.

and long-running workloads. The core idea is to run the
workload in a virtual machine (VM) using fast hardware-
assisted virtualization. At regular intervals1 the hypervi-
sor takes a snapshot of the VM state (i.e., memory content,
device states, etc.). The checkpoints then serve as start-
ing points for simulations, enabling to simulate and analyze
each interval simultaneously in one job per interval. By us-
ing multiple nodes (i.e., CPU cores or hosts) a parallelized
simulation of the target workload can be achieved (Figure 1).

Functional full system simulation can be build to always pro-
duce identical runs. Hardware-assisted virtualization, how-
ever, is subject to non-deterministic input such as erratic
I/O completion timing. SimuBoost records this non-deter-
minism and uses deterministic replay [2, 3, 12] to accurately
reproduce the execution in the simulations, including realis-
tic timing behavior.

Both checkpointing and recording non-determinism need to
be geared toward low run time overhead to (1) retain the ex-
ecution speed difference that drives the parallelization, (2)
keep perturbations on the examined workload as small as
possible, and (3) preserve seamless interactivity. The simu-
lation nodes on the other side need to quickly receive and
load the checkpoints. Furthermore, the resource consump-
tion (e.g., memory) of simulations should be kept low so as
to permit a maximum degree of parallelism on each host.

The proposed talk will discuss technical details on the mech-
anisms we have developed to solve the challenges in each
area and present results from the prototype we have built.

1Between hundreds of milliseconds to multiple seconds.
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