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■ Motivation & Coherent Interconnects

■ ThymesisFlow Prototype

■ Research Questions / Areas

■ Projects

■ Workshop IPDPS / Collaboration
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■ Workloads with different needs

□ With phases / different parts

□ How to map on hardware / virtual machine?

■ With disaggregation more flexibility of deployment

□ Better utilization, fewer stranded resources

■ Announced as product

□ Power 10 Memory Inception

Resource Disaggregation
Motivation
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■ Coherent Interconnects

□ Push (copy) vs. pull (coherent access)

□ No need to copy data but share virtual addresses

□ Several approaches: CXL, GenZ, OpenCAPI

■ Mode of integration

□ Memory Mode (Memory controller): Cxl.memory or OpenCAPI M1

□ Compute Mode (Accelerator): Cxl.cache or OpenCAPI C1

Memory Disaggregation
Technology
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■ OpenCAPI

□ Read with no intent to cache

□ Atomics (amo_*) supported

□ Accelerator only has non-coherent scratchpad

■ CXL

□ Accelerator can have coherent cache

□ Integrated into a simpler MESI-based coherency domain

Difference OpenCAPI <-> CXL
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■ Hardware

□ 2x IBM IC922 or IBM AC922 or Inspur FP5290G2

□ 2x AlphaData 9V3 FPGAs

□ 2x OpenCAPI cables (SlimSAS) 25 Gb/s x8

□ 2x 100 Gb/s network cabling

ThymesisFlow
Prototype in the SCORE-Lab
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// Ports specified as bitfield
// Send Port
rc = ocxl_mmio_write64(conn->global, 0x78, OCXL_MMIO_LITTLE_ENDIAN, 0x1);

// Receive Port
#define AFU_PORT 2

Static Offsets

Processor 0: 
0x2000000000000

Processor 1: 
0x2200000000000

Back-to-back or cross?



■ ThymesisFlow (compute and memory mode) AFUs

□ https://github.com/OpenCAPI/ThymesisFlow

■ LibtyhmesisFlow – Agent to configure FPGA AFUs

□ https://github.com/OpenCAPI/ThymesisFlow/tree/master/libthymesisflow

■ Firmware patches for hotplugging (integration into Linux)

□ https://github.com/open-power/skiboot

□ Creates memory bars (with physical address = static offsets) in the device tree

■ Kernel Module (mishmem) exposes static offsets as device to be mmaped

■ Linux Kernel > 5.x

□ Then: RedHat 8.3 with 4.18.0-240.22.1.el8_3.ppc64le

□ Issues with SpectrumScale kernel module

□ Now: Ubuntu 20.04 with 5.4.0-81-generic

ThymesisFlow
Prototype in the SCORE-Lab
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https://github.com/OpenCAPI/ThymesisFlow
https://github.com/OpenCAPI/ThymesisFlow/tree/master/libthymesisflow
https://github.com/open-power/skiboot
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Mod. Firmware

Kernel w. Kernel Module / hotplug
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■ Memory available either

□ /dev/mishmem mmap’able

□ NUMA-node if hotplugged

■ Pointer-chasing workload

□ 128-byte aligned and 

padded work items

□ Randomly shuffled

□ Configurable total allocation 

size

□ Let’s configure 

ThymesisFlow!

Latency Measurements
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Latency Measurements

Pointer-chasing workload

Power9 processor has a total of 120 MB L3 cache for all cores, Page size 64K

More Information at:

ThymesisFlow: A Software-Defined, HW/SW co-Designed Interconnect Stack for Rack-Scale Memory Disaggregation

https://www.microarch.org/micro53/papers/738300a868.pdf

Elements Total Size Avg Latency / element

83.554.432 10.199 MB 854 ns

123.554.432 15.082 MB 867 ns

203.554.432 24.847 MB 913 ns

303.554.432 37.054 MB 947 ns

383.554.432 46.820 MB 975 ns

https://www.microarch.org/micro53/papers/738300a868.pdf


Demo
Migrate VM from IC922-04 to IC922-03
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Flow
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Demo
VM migration with QEMU
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Invitation for Collaboration / Contribution
Workshop / Lab Resources
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Important dates

■ Papers submissions: February 1 2022

■ Authors notification: March 1 2022

■ Camera ready: March 15 2022

■ Workshop: May 30 through June 3 2022

https://compsysworkshop.github.io/compsys22/

https://compsysworkshop.github.io/compsys22/

