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An adequate system-level model

Represents the overall 
hardware topology 
including DMTs

Provides information about 
communication costs

Enables updates to the 
model at runtime

has a whole system view 
including applications and 
system services, i.e., an 
application model

Provides performance 
predictions and optimized 
resource mappings
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Vijaykumar, N., Mutlu, O. and Keckler, S.W. 2016. Transparent 
Offloading and Mapping (TOM): Enabling Programmer-
Transparent Near-Data Processing in GPU Systems. ACM/
IEEE 43rd Annual International Symposium on Computer 
Architecture (ISCA) (Jun. 2016), 204–216.


[2]

Khan, K., Pasricha, S. and Kim, R.G. 2020. A Survey of 
Resource Management for Processing-In-Memory and Near-
Memory Processing Architectures. Journal of Low Power 
Electronics and Applications. 10, 4 (Dec. 2020), 30. DOI:https://
doi.org/10.3390/jlpea10040030.


[3]

Mutlu, O., Ghose, S., Gómez-Luna, J. and Ausavarungnirun, R. 
2020. A Modern Primer on Processing in Memory. CoRR. abs/
2012.03112, (2020).
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• Existing models too detailed for online usage

• Models without holistic view

• Isolated performance analyzes (best case, single 

application)
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Conclusion

▪ Increasing complexity of memory hierarchies calls for 
sophisticated system models


▪ Only device-specific models and performance studies for 
DMTs


▪ Most existing system models, do not model DMTs; And the 
ones that do are insufficient


→Research on holistic models for systems with DMTs needed


