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Tobias Webel

« Manageability and Boot Security
Hardware Architect for IBM zSystems

and IBM POWER Systems

« Manageability
. Reliability, Availability and Serviceability (RAS)
. IBM zSystems High availability: 7 nines
. Designed for 99.99999 % up time

« Boot Security

. Selfboot
. Secure Boot
. Quantum Safe Secure Boot

« IBMzSystems
. Data serving and transaction processing platform
. Designed for large-scale enterprise computing
with a focus on RAS

« IBMPOWER Systems
. Designed for high-performance general-purpose
computing workloads
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IBM zSystems

IBM POWER Systems

Single frame 42U machine (z16)
could go up to 4 frames

Market Segments

45 of the world’s top 50 banks
8 of the top 10 insurers

4 of the top 5 airlines

7 of the top 10 global retailers
8 of the top 10 telco’s

Single frame 42U machine (E1080)
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Lecture: The Era of Chiplets and its Impact to Future System Designs

Tobias Webel (IBM)

Moore's Law, which predicts that the number of transistors on a microchip will double every 18 to 24 months, is still a
guiding principle in the design and manufacture of computer hardware. While some experts have predicted that
Moore's Law may eventually reach its limits due to the physical constraints of semiconductor technology, many
others believe that new innovations and approaches will continue to push the boundaries of what is possible.

One innovation area which is currently heavily pursued by key Hardware companies is the so called chiplet approach.
Chiplets are small, modular components that can be combined to create larger, more complex systems. They allow
for greater flexibility and customization in the design of integrated circuits, and can also help to reduce costs and
increase efficiency. Chiplets have become increasingly popular in recent years, and are expected to play a major role
in the development of future computing systems.

Intel CEO Pat Gelsinger promised at company event that "Moore's law is alive and well," adding that “we are predicting
that we will maintain or even go faster than Moore's law for the next decade.

This lecture will introduce the chiplet concept, addresses opportunities and challenges of the chiplet approach and
will share insights in how the industry moves forward with an openness and standardization.

Tobias Webel (IBM)




Chiplets
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OPEN CHIPLET: PLATFORM ON A PACKAGE

High-Speed Standardized
Chip-to-Chip Interface (UCle)

= 20X I/O Performance at
1/20th Power vs off-
package SerDes at Launch

Customer IP & * Gap more prominent with

= i better on-package
Customized Chiplets technologies in future

Memory

Advanced
2D/2.5D/3D
Packaging

Heterogeneous Integration Fueled by an Open Chiplet Ecosystem
(Mix-and-match chiplets from different process nodes / fabs / companies / assembly)
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Motivation

OPEN CHIPLET: PLATFORM ON A PACKAGE

High-Speed Standardized
Chip-to-Chip Interface (UCle)

= 20X I/O Performance at
1/20th Power vs off-
package SerDes at Launch
= Gap more prominent with
better on-package
technologies in future

Customer IP &
Customized Chiplets

> _ f Sea-of Cores
(heterogeneous)

02%4.,, ¢’

/‘,«

Memory

Advanced
2D/2.5D/3D
Packaging

Heterogeneous Integration Fueled by an Open Chiplet Ecosystem
(Mix-and-match chiplets from different process nodes / fabs / companies / assembly)

Property of Universal Chiplet Interconnect Express™ (UCIe ™) 2023

[ETUCle

Universal Chiplet
Interconnect Express

Align Industry around an open platform
to enable chiplet based solutions
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Enables construction of SoCs that exceed maximum

reticle size

— Package becomes new System-on-a-Chip (SoC)
with same dies (Scale Up)

Reduces time-to-solution (e.g., enables die reuse)

Lowers portfolio cost (product & project)
— Enables optimal process technologies
— Smaller (better yield)

— Reduces IP porting costs
— Lowers prOdUCt SKU cost SKU: Stock Keeping Unit

Enables a customizable, standard-based product for

specific use cases (bespoke solutions)

Scales innovation (manufacturing/ process locked IPs)

Source: UCIe Webinar, February 21, 2023
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Major Chiplet Industry Initiatives

Universal Chiplet Interconnect Express (UCIe)
. Founded: 2022
. Goal: Heterogeneous integration of silicon by an
open chiplet ecosystem
. Die-to-Die interface: UCIe

UCle™ Board Members

C”Z AMD:[ arm ngSEGROUP Google Cloud M

J—

.
Universal Chiplet QO Meta B® Microsoft Qualcomn SAMSUNG ,!E.!!‘,.;,
NVIDIA. cidl

Interconnect Express

8 O + UCle™ Contributor Members

members Achronix ADvaNTEST A R IAkiostar st ALCOR Y O« TIGSS B8 apmemory AAAsteroicts /X ayarlobs i Bi()te @sroapcom cadence

“crepo OXetopus - FUTUREWEICUC I wicon W) BEEE JCET JUNPEL vk R I [T

onext E5EBIE SYIOPSYS qoppronix FIEEEHE © venmuamcro

Property of Universal Chiplet Inteconnect Express™ (UCle™) as of September 2022
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Open Compute Project (OCP)
Founded: 2011
. Open Domain Specific Architecture (ODSA) WG
. Goal: Integrate best of class chiplets from multi

vendors thru open interfaces
. Die-to-Die interface: Bunch Of Wires (BoW)
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Advanced Packaging Technology Summary

Integration of up to 4x reticle limit by 2024 (~2.5x today) 3D
Hybrid Bonding
2D 2.5D IO Pitch: <10um
Silicon Interposer
IO Pitch: <50um
Line Space: >0.4um
=
b RDL Fanout
Q. |0 Pitch: >50um
= Line Space: >2um
S
o Organic Substrate
s IO Pitch: >110um
8 Line Space: >10um |
O Silicon Interposer Face to Face Chiplets
2D / Standard Pkg 2.5D / Advanced Pkg 3D / Die Stack

|O DN Sy & Ol e

Source: Synopsys, New Horizons for Chip Design, Jul 27, 2022
GI — Winter School 2023 - 04/03/2023 © 2023 IBM Corporation 3



HIGH-LEVEL APPROACH TO CHIPLETS

Functional SoCs
Wafer | e . B
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r\l,ﬂ = 1r\/ M oOre Functiona' SOCS

Ability to mix and match at a
finer grained level

9

GI — Winter School 2023 - 04/03/2023 ® 2023 IBM Corporation Source: AMD. OCP. March 2023




<|ll

State of the Art
IBM, INTEL, AMD intel
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State of the Art
IBM zSystems, Machine Generation z16, GA: 2022

Single Chip Dual Chip Module 4-Socket Drawer A-drawer system
1 chip 2 chips 8 chips 32 chips

8 cores 16 cores 64 cores 256 cores (*)
256MB cache 512MB cache 2GB cache 8GB cache

7nm Samsung HPP
Chip Size: 530 mm?
Chip to Chip: MBUS (IBM proprietary)

| (*) up to 200 client configurable cores in max system
GI - Winter School 2023 - 04/03/2023 © 2023 IBM Corporation 11



State of the Art
IBM POWER, Machine generation POWER10, GA: 3021

Horizontal Full Connect

Socket Composability: SCM & DCM ——_ .-
Up to :
16 SCM =
Single-Chip Module Focus: Sockets /f /
- 602mm2 7nm (18B devices) ‘ ———=
- Core/thread Strength 3
- Up to 15 SMT8 Cores (4+ GHz) § = = / = =
- Capacity & Bandwidth / Compute S ( Y e
- Memory: x128 @ 32 GT/s 3 = o
- SMP/Cluster/Accel: x128 @ 32 GT/s § et (= \
- 1/0: x32 PCle G5
- System Scale (Broad Range) ( i
- 1 to 16 sockets | S
=

Dual-Chip Module Focus:
- 1204mm? 7nm (36B devices) =

- Throughput / Socket Ub to
- Up to 30 SMT8 Cores (3.5+ GHz) p BCM -

- Compute & 1/0O Density Sockets A X\
- Memory: x128 @ 32 GT/s
- SMP/Cluster/Accel: x192 @ 32 GT/s oot B
-1/0: x64 PCle G5
- 1 to 4 sockets e

IBM POWER10

(Multi-socket configurations show processor capability only, and do not imply system product offerings)



INTEL State of the Art (CPU)

Server CPU
INTEL Sapphire Rapids

GA: January 2023
56 cores
4Ax Processor Chiplets
« 7nm Intel
e 400 mm?2
2.5D Packaging (EMIB)
100 billion transistors
4x HBM2e (64GB)
CXL1.1+
Chiplet to Chiplet Interface:
* Modular Die Interface (MDF)
» Intel proprietary

GI — Winter School 2023 - 04/03/2023 ® 2023 IBM Corporation
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INTEL State of the Art (GPU)

GPU

INTEL Ponte Vecchio

* GA:January 2023

« 16x compute chiplets
* 5nm TSMC

+ 8x Rambo Cache chiplets
*  7nm Intel

+ 2x Xe-Link chiplets

* 7nm TSMC compute
» 2x Base chiplets (MEM, PCle, CXL) -
 7nm Intel

* 646 mm?
+ 8xHBM (128 GB) )
* 11x EMIB chiplets Thermal

» 16 thermal chiplets

* 2.5D (EMIB) + 3D (Foveros) Packaging
* Siliconarea= 2330 mm?

* 100 billion transistors

e CXL1.1+

Exascale supercomputer, Aurora, sponsored by the United States Department of Energy (DOE),
expected completion is 2023
Each node consists of

» two CPUs (Intel Sapphire Rapids)

» Six GPUs (Intel Ponte Vecchio) GI - Winter School 2023 - 04/03/2023 © 2023 IBM Corporation



https://en.wikipedia.org/wiki/Exascale_computing
https://en.wikipedia.org/wiki/Supercomputer
https://en.wikipedia.org/wiki/United_States_Department_of_Energy

INTEL State of the Art (GPU)

GPU
INTEL Ponte Vecchio

HBM PHY

Tile

X* Link PHY

TSMC N5 TSMC N5

Compute Tile l RAMBO l Compute Tile

O S O TS TS S O AR R R R AR ER

Base Tile inte! 7 Foveros { Communication Fabric)

Compute
Tile Tile

HBM PHY HBM PHY HBM PHY X* Link PHY

Compute Compute
Tile Tile Tile Tile

RAMBO RAMBO RAMBO RAMBO

Compute Co?x.ne Compute Compute

te
Tile Tile Tile

(BINI0D) oL O o)
(SIn3-0D) oL O) oL

HBM PHY HBM PHY HBM PHY HBM PHY

TSMC NS TSMC NS
PR R R R R R AR R

Base Tile intel 7 Foveros ( Communication Fabt ic)

Compute Tile l RAMBO l Compute Tile

RAMBO = Random Access Memory, Bandwidth Optimized

GI — Winter School 2023 - 04/03/2023 © 2023 IBM Corporation
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AMD State of the Art (CPU)

Server CPU

AMD Epyc Genoa 4th Generation (9654P)
* GA: November 2022

96 cores
e 12x CCD (Core-Cache Dies) Chiplets
« 5nm TSMC ‘ -
e 72 mm?2 $ == &y Bl gy = = g _::"\\";-_‘-';’v_‘_ e =
+ 1xI0 Chiplet : GeaagaeeagaeN A suamLaaan tanan ¢
« 6nmTSMC i iz 2 2
* 397 mm? I g g T ET T ) el v e I el e w e ey :_
» 2.5D Packaging S L R e e o o oD oD oo o s s
90 billion transistors — —
« CXLZ1.1+ - "ff'f'f ':‘ Eanee -
* Chiplet to Chiplet Interface: [

Infinity Fabric On package (IFOP)
* AMD proprietary

--‘,-I.

e R R -

GI — Winter School 2023 - 04/03/2023 © 2023 IBM Corporation
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AMD State of the Art (GPU)

GPU

AMD Instinct MI250X
* GA: November 2021

« 14080 stream processors
(CDNA 2.0)

» 2x Processor Chiplets

6nm TSMC
724 mm?2

« 8xHBM2e (128 GB)
 2.5D + 3D Packaging
e 116 billion transistors

Exascale supercomputer, Frontier, hosted at the Oak Ridge Leadership Computing

Facility (OLCF) in Tennessee, United States and first operational in 2022

Each node consists of
one CPU (AMD Epyc 3 Generation 7453s "Trento" 64 core)

four GPUs (Instinct MI250X)

N
= &
) S8
BEEERES 4& & % S % s &
UAA AL b Vad At
(141144804844444 ”HHNHH;N
s e ML
s trttHttH
st FOPTITETIoNee
SAALLA LA LA . "
1444484441444
ra
'
i il i i
_.‘A. TNy S . 8 9 8 8
= ; a
— R
S e e 8 s s s s v .

-

I
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HBMin SiP (System-In-Package)

DRAM Core
2000000000

: Processor
[XXXXXXXXX) (CPU/GPU)

DRAM Core

00000000000000000000000000000
PCB Substrate

DRAMx8

Base die

Die Density (Gb) 16Gb
Stack Height 4Hi 4Hi /8Hi 4Hi /8Hi
Capacity (GB) 1GB 4GB /8GB 8GB/16GB

Bandwidth(GB/s) 128GB/s (1Gbps) 307GB/s (2.4Gbps) 410GB/s (3.2Gbps)

17
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AMD State of the Art (APU = CPU + GPU)

APU

AMD Instinct MI300 APU (Accelerated Processing Unit)
« GA:2H 2023

24 zen4 cores

« TBD stream processors (CDNA 3.0)

* 13 chiplets

* 9 chiplets 5nm TSMC (CPU, GPU ?)

e A4Achiplets 6nm TSMC (MEM, IO, .. ?)

* 5nm chiplets sit on top of 6nm chiplet
« 8xHBM3 (128 GB)

« 2.5D + 3D Packaging

» 146 billion transistors

« CXL3.0

* MI300 announced by AMD, Consumer Electronic Show
(CES), January 5th, 2023

» Exascale supercomputer, El Capitan, hosted at the Lawrence Livermore National Laboratory, United States and
projected to become operational in 2023
« El Capitan has been announced to use an unknown number of AMD Instinct MI300 CPUs

GI — Winter School 2023 - 04/03/2023 © 2023 IBM Corporation 18
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3D CPU+GPU Integration for Next-Level Efficiency

AMD CDNA™ 2 Coherent Memory Architecture Y AMD CDNA™ 3 Unified Memory APU Architecture

MI250 Accelerator MI300 Accelerator

= Simplifies programming CPU GPU = Eliminates redundant

i Next-Gen AMD Instinct™ APU
memory copies

= Low overhead 3 Gen

Infinity interconnect = High bandwidth, low
latency communication —
* Industry standard
modular design = Low TCO with unified
‘ ‘ memory APU package ‘ ‘
MCPU MGPU
emory emory :
(DRAM] (HBM) Umﬁe(ﬂé\:gmory

GI — Winter School 2023 - 04/03/2023 ® 2023 IBM Corporation



Universal Chiplet
Interconnect Express

(UClIe)
1.0 Specification

GI — Winter School 2023 - 04/03/2023 © 2023 IBM Corporation

EhUCle

Universal Chiplet
Interconnect Express



May 2022

Think of UCle being the PCle but for
chips

The first incarnation of UCle will be

roughly four times faster than PClI-
Express over the same distance

UCle has the potential to be well over
10 to 20 times faster than PCI Express

Source: https://www.hpcwire.com/2022/05/11/intel-says-ucie-to-outpace-pcie-in-speed-race/
May 2022

GI — Winter School 2023 - 04/03/2023 ® 2023 IBM Corporation

Bob Brennan, INTEL

Vice president and General Manager for customer
solution engineering of Intel Foundry Services
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* The CXL transaction layer is compromised of three dynamically
multiplexed sub-protocols on a single link:

CXL.io

Discovery, configuration, register
access, interrupts, etc.

CXL.cache
Device access to processor
memory

CXL.Memory

Processor access to device
attached memory

Internal
10 Device(s)

Host Processor

CPU Core CPU Core

[ |

PCle/ CXL.I0
Logic

<« Coherence and Memory Logic

Memory I I Cache

IOI

A

v :
PCle/CXL Logical PHY
PCle PHY

|

Host
Memory

CXL Device

Memory

Memory Flows

Accelerator
Logic

10 (PCle)

Cache Discovery

Coherent Requests Configuration

Initialization
Memory Flows
Interrupts

DMA
10 Virtualization

&
v

PCle/CXL Logical PHY
PCle PHY

S |

CXL -- Dynamically Multiplexed 10, Cache and Memory in flit format on PCle PHY

GI — Winter School 2023 - 04/03/2023 ® 2023 IBM Corporation
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Components of Chiplet Interoperability E1UCle

Chiplet
Form
Factor

Chiplet A

Chiplet B

Die-to-Die I/O

Protocol

Die (Chiplet)

Die-to-Die
Protocol

Die-to-Die
/O

(Example SoC showing two chiplets only)

Property of Universal Chiplet Interconnect Express™ (UCIe ™) 2023

Universal Chiplet
Interconnect Express

Chiplet Form Factor
— Die Size / bump location
— Power delivery

« SoC Construction (Application Layer)

— Reset and Initialization
— Register access
— Security

Die-to-Die Protocols (Data Link to
Transaction Layer)

— PCle/ CXL/ Streaming

— Plug and play IPs

Die-to-Die I/0 (Physical Layer)

— Electrical, bump arrangement, channel, reset,

initialization, power, latency, test repair,
technology transition

Source: UCIe Webinar, February 21, 2023

GI - Winter School 2023 - 04/03/2023 © 2023 IBM Corporation 23



UCIe 1.0 Specification

- Layered Approach with industry-leading KPIs
« Physical Layer: Die-to-Die I/0

- Die to Die Adapter: Reliable delivery
— Support for multiple protocols: bypassed in raw mode

* Protocol: CXL/PCle and Streaming

— CXL™/PCIe® for volume attach and plug-and-play
* SoC construction issues are addressed w})CX /PCle

¢ CXL/PCle addresses common use cases
« I/O attach, Memory, Accelerator

— Streaming for other protocols
» Scale-up (e.g., CPU/ GP-GPU/Switch from smaller dies)
* Protocol can be anything (e.g., AXI/CHI/SFI/CPI/ etc)

 Well defined specification: interoperability and
future evolution

— Configuration register for discovery and run-time
» control and status reporting in each layer
» transparent to existing drivers

— Form-factor and Management
— Compliance for interoperability
— Plug-and-play IPs with RDI/ FDI interface

[E1UCle

Universal Chiplet
Interconnect Express

Raw Mode

(bypass D2D Adapter to
RDI - e.g., SERDES to SoC

Flit-Aware Die-to-Die

Interface (FDI)

DIE-TO-DIE ADAPTER

Arb/ Mux (if multiple protocols)
CRC/Retry (when applicable)
Link state management
Parameter negotiation

Config Registers

' Raw Die-to-Die
Interface (RDI)

v

PHYSICAL LAYER

Link Training

Lane Repair / Reversal
(De) Scrambling

Analog Front end/ Clocking
Sideband, Config Registers
Channel

I(Bumps/ Bump Map)

FORM FACTOR

Property of Universal Chiplet Interconnect Express™ (UCle ™) 2023 GI — Winter School 2023 - 04/03/2023 ©® 2023 IBM Corporation

Source: UCIe Webinar, February 21, 2023

Scope of UCIe Specification

24



- lEh j
Physical Layer U‘U.cczlpe

Interconnect Express

* Unit is One Module: uni-directional: 1, 2, or 4 modules form a Link
— 16 (64) SE Lanes for Std (Adv)
— 1 SE Lane of valid
— 1 differential pair of forwarded clock
— 1 lane (SE) calibration - Track
— Lane reversal on Transmit side
— Reliability: Spare Lanes in Adv; degradation in Std
— Supported frequencies: 4, 8, 12, 16, 24, 32 GHz
— A component must support all data rates up to its advertised maximum data rate for interoperability
— B/W per module/ dir: 64 GB/s Std, 256 GB/s Adv: Two module gets 2X, 4-module gets 4X

« Sideband: always on; 2 Lanes/ direction @ 800 MHz - data and clock
— Used for training, debug, management, etc; Leverages depopulated bumps to ensure no extra shore-line

« Valid used for effective dynamic power management

A
L FDI . FDI FDI
Die-to-Die Adapter Die-to-Die Adapter Die-to-Die Adapter
PHY Logical Multi-Module PHY Logical Multi-Module PHY Logical
: 7 PHY Logical PHY Logical PHY Logical PHY Logical
PHY Logical PHY Logical £ £ : J
Sideband Electrical/ AFE i ] ; ] NGEERE|  Electrical/ AFE EIectricaI/AFE NGEERG]  Electrical/ AFE Electrical/ AFE
/ NLENE] Electrical/ AFE Sideband A/ 34 Jr—— — — -
4 A A A A 7y S 7y Eﬁ(‘?x(z)()n FW- CLK x'N g ?:dsgaregit? (2)()2) FW- CLK x'N vahd ::dsv';are ZT? (ZX)Z) FW- CLK x'N Vahd ::ds ’;areg?? (ZX)Z) FW- CLK x'N va‘d T:ds‘;are
T V) X T X T v X - v
Data (x2)y I i vValid, vX4 Spare Data (x2)y v v yValid, yX4 SpareData (x2)y v v yValid, yX4Spare b (Four MoTcii';Ie Configuration) h A
Clk (x2) FW-CLK XN Track (Adv) Clk (x2) FW-CLK XN frack (Adv) Clk (x2) FW-CLK XN Track (Adv) N=16foF Stardard

( 4-Module Configuration with UCIe) N=64 for Advanced

(Single Module Configuration) (Two Module Configuration)

Property of Universal Chiplet Interconnect Express™ (UCIe ™) 2023 GI - Winter School 2023 - 04/03/2023 ® 2023 IBM Corporation Source: UCIe Webinar, February 21, 2023 25



UCIe 1.0: Characteristics and Key Metrics 2uCle

Universal Chiplet
Interconnect Express

CHARACTERISTICS STANDARD ADVANCED COMMENTS
PACKAGE PACKAGE

Width (each cluster) 16 64 Width degradation in Standard, spare lanes in Advanced

Channel Reach (mm) <= 25 <=2

KPIs / TARGET FOR STANDARD ADVANCED COMMENTS
KEY METRICS PACKAGE PACKAGE

B/W Shoreline (GB/s/mm) 165 - 1317 Conservatively estimated: AP: 45u; Standard: 110u; Proportionate to
B/W Density (GB/s/mm?) 188-1350 data rate (4G - 32G)

Low-power entry/exit latency

0.5ns <=16G, 0.5-1ns >=24G Power savings estimated at >= 85%

Reliability (FIT) 0 < FIT (Failure In Time) << 1 FIT: #failures in a billion hours (expecting ~1E-10) w/ UClIe Flit Mode

Property of Universal Chiplet Interconnect Express™ (UCIe ™) 2023

GI — Winter School 2023 - 04/03/2023 ® 2023 IBM Corporation Source: UCIe Webinar, February 21, 2023 26



Usage Models
for UCIe

GI — Winter School 2023 - 04/03/2023 © 2023 IBM Corporation

EhUCle

Universal Chiplet
Interconnect Express



Usage Models for UCIe: SoC at Package level L?U.(c:!,.e

Interconnect Express

« SoC as a Package level construct

— Standard and/ or Advanced package
. PROCESSORS PROCESSORS PROCESSORS RF
— Homogeneous and/or heterogeneous chiplets Most Most Most

. . . Ad d Ad d Ad d | MODEM
— Mix and match chiplets from multiple Sl el il i
suppliers

Process

« Across segments: Hand-held, Client, o
Server, Workstation, Comms, HPC, - CONTROLLERS
Aut0m0t|ve IOT etc - Prior Generation Process

! ! OPTICAL
PROCESSORS ACCELERATOR
ACCELERATOR ;
« UCIe PHY and D2D adapter common - Advanced | MostAdvanced | TTEe e
Process Process Process Process

— PCle/CXL protocol for plug-and-play PACKAGE
— Streaming for others (similar to board level

connectivity today where scale-up systems Processors: symmetric coherency protocol mapped on UCle through FDI

Memory: CXL.Mem mapped on UClIe through FDI

are ,On BELE PHY) Accelerators: PCle/ CXL mapped on UCIe through FDI

- Slmllal’ tO PCIE/ CXL at board |EVE| Modem/ RF/ Optica|; Raw mode on UCle

Source: UCIe Webinar, February 21, 2023

Property of Universal Chiplet Interconnect Express™ (UCIe ™) 2023 GI - Winter School 2023 - 04/03/2023 © 2023 IBM Corporation




| -
Example Scale-up SoC from homogeneous dies: Large Z1UCle

Universal Chiplet

Switch with on-die protocol as streaming over UCle e

Need large radix CXL switches — challenges: reticle limit, cost, etc.
UClIe based Chiplets should help with scalable products
64G Gen6 x16b CXL links

* UCle as d2d interconnect - while this is a scale-up CXL switch , a Switch 1 e
switch vendor may prefer to have their on-die interconnect protocol et
be transported over UCle rather than create a hierarchy of switches e

which will not work for CXL 2.0 tree-based topology

Unused x16 ports
(2 per die)

x16b 8 x16b (&3

Switch
Core
128 lanes

x

-
(2}
o
x

-
(o2}
o

x16b | x16b

Switch ; Switch
Core Core
128 lanes 128 lanes

saue| gZ|
810D

YOUMS

saue| 8Z1
210D

YOUMS

x16b | x16b

qoix | goix

qgLx | qoix | qoix | qgix

Small CXL Switch (128 lanes) Medium-sized CXL Switch (256 lanes) Large CXL switch (512 lanes)

One can construct CPUs (low, medium, large core-count CPUs) from smaller dies connected through UCIe using the same principle

Here the UCIe PHY and D2D adapter will carry the packetized version of internal CPU interconnect fabric Source: UCIe Webinar, February 21, 2023

Ack: Nathan Kalyanasundaram
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Example Scale-up Package using Streaming izycle
and open-plug-in using PCle/ CXL e

AMBA:
Advanced Microcontroller Bus
Architecture by ARM

CHI:
Coherent Hub Interface
Accelerators

| |

Internal (e.g.,
CHI) interconnect

|

CHI interconnect

Memory controller

Mem controller

(3 dies on one package)

Not drawn to scale
* Transporting the same on-chip protocol

allows searpless use of archltectur.e specific AMBA CHI Protocol _ Protocol
features without protocol conversion , .

— Streaming — — Streaming —
formats provide link robustness using UCle

defined data-link CRC and retry * Any device type in this open plug-in slot
with CXL (or CHI if both support it)

Source: UCIe Webinar, February 21, 2023

Ack: Marvin Denman, Bruce Mathewson, Francisco Socal, Durgesh Srivastava, Dong Wei
Property of Universal Chiplet Interconnect Express™ (UCle ™) 2023
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X .
UClIe Usage: Off-package connectivity w/ Retimers LUEUglp.et

Interconnect Express

(Optica‘I connections: Intra-Rack and Pod)

(Memory/ Storage) ucle c:etlmer UCIec:etlmer ucle c:eﬁmer
(w/ UClIe-based SoCs) bk Sl yQptea!

UCle

Compute IPU

L 3

Compute
P ; Load-Store Network
; 1/0 Fabric

Accelerator
Pool(s) Storage Pool
(XPU, FPGA)

5 (CXLSwitch Package)

0O

Memory
Pool(s)

{TTTTIE
TR
s
s

:‘, =
(Pooled/ Shared Memory) (Pooled Accelerator)

(Multi-domain capable Load-Store 1/0)

(Use Case: Load-Store I/0O (CXL) as UCIe * CXL through UCIe Retimer (Compute Drawer) (Switch dies connected through UCIe PHY + Adapter
the fabric across the Pod providing (w/ UCle-based SoCs) Running a proprietary switch internal protocol)

low-latency and high bandwidth

: : Provision to extend off-package with UCIe Retimers
resource pooling/ sharing as well as

connecting to other media (e.g., optics) (Ceuiezkage)

message passing) g _
(Another example can be multi-terabit networking switches T«-g;,‘g
Constructed from UClIe-based co-packaged optics and partitionable -§§
networking switch dies connected through UCIe on package She

Source: UCIe Webinar, February 21, 2023 CXL/ PCle DDR

(Interconnects at drawer level)
Property of Universal Chiplet Interconnect Express™ (UCIe ™) 2023 GI - Winter School 2023 - 04/03/2023 © 2023 IBM Corporation



Future of Chiplets @ UC|e

Universal Chiplet
Interconnect Express



Advanced Packaging Enables Significant

Gains in Performance and Efficiency

= High bandwidth between
chiplets enables
architectural performance
gains while lowering total
communication energy

= CPU and GPU integration
virtually eliminates costly
data transfer energy

GI — Winter School 2023 - 04/03/2023 ® 2023 IBM Corporation

10000

1000

Linear Interconnect Density
(Wires/mml/layer)
o
o

Packaging Interconnect Density

3D Chiplets
I
1 J
25D U=
Si INT, EFB

Higher Performance, Lower Power and Area

100000

1000

10

Area | Interconnect Density

(Wires/mm?2)
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FINDING THE OPTIMAL SOLUTION

Chiplet package architecture selection requires balancing a complex equation...

Packaging Cost Adder

= [Chiplet die overhead adder]
.

2D 2.5D 7 3D__ [Value of modular product] [Packaging cost adder]

nm - - e N +

.I. “ohks [Chiplet yield and

[Power cost of interconnect]
+

technology cost benefit]

[Engineering complexity of solution]
Interconnect Efficiency (pJ/bit, BW/mm?2)

Architectural need for bandwidth, die partition options and package technology
create a multi-disciplinary optimization equation

GI — Winter School 2023 - 04/03/2023 ® 2023 IBM Corporation

Source: AMD, OCP, March 2023



FUTURE OF 3D STACKING
®@e®
“ TSV Pitch

Ly &5

L

it S

DRAM on CPU Cores on Cores

- > * ’m

Full die-to-die IPonIP Macro on Macro IP Folding/Splitting Circuit Slicing

GI — Winter School 2023 - 04/03/2023 © 2023 IBM Corporation Source: AMD, OCP, March 2023



Even Tighter Integration of Compute and Memory

DRAM layers

Memory layers

Compute

Silicon Interposer

Integration Enables Higher Bandwidth at Lower Power

DIMMS 2.5D Micro-bumps (HBM) 3D Hybrid Bond

pi/bit =12 =39 ~0.2

GI — Winter School 2023 - 04/03/2023 ® 2023 IBM Corporation
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Processing-in-Memory

SoC Data
Movement >85%

lower

DRAM Bank

Access Energy

= Global data movement
mm | ocal data movement

HBM Module SoC DRAM PIM DRAM

Accelerator (SoC) Access Access

Key algorithmic kernels can be executed directly in
memory, saving precious communication energy

37

Source: AMD, ISSCC, February 20, 2023
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Optical Communication for Energy Efficient Long Reach

Top View Side View
As demonstrated in paper 12.1 Single mode, Energy efficient Tight integration of optical
of this conference, co-packaged enabling 10m at < 1pJ/bit transceivers to compute die
optics provide a path forward up to 2km reach receive energy is the key to efficiency

38

Source: AMD, ISSCC, February 20, 2023
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Future System-in-Package Architecture

= Advanced packaging enables maximally efficient integration of compute elements and memory
= System level communication accomplished with low-power, high-bandwidth optical

High-Speed Standardized o-rackaged OpUcs

Chip-to-Chip Interface (UCle)

Memory
Heterogeneous Compute Cores

Domain Specific Accelerators Advanced 2D/2.5D/3D Packaging

39

Source: AMD, ISSCC, February 20, 2023
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Intel Roadmap

4" Gen Intel® Xeon" Next Gen Intel® Xeon® Next Gen Intel® Xeon

‘& [ S Processorscodenamed AN
Scalable Processors ‘ 2% :

g Emerald Rapids Granite Rapids

Processorscodenamed

Intel® Xeon® )
f;’CceSSOl’SCUdename'd Xeon Next HBM Fa |COﬂ ShOreS XPU

Sapphire Rapids New Tile Based Flexible &
Scalable Architecture

's datacenter GPU inl*
Intel's datacenter GFPU Rla-th

G P U codenamed v ."

Al & HPC Ponte Vecchio =4 Briaaoe

Dedicated ™\ IntelHabana ,  IntelHabana
D GAUDI n GAUDIZ

Deep Learning
Training

2022

Source:
https://www.nextplatform.com/2022/06/08/the-increasingly-graphic-nature-of-intel-datacenter-compute
June 8, 2022
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https://www.nextplatform.com/2022/06/08/the-increasingly-graphic-nature-of-intel-datacenter-compute/

intel.

Next Gen Flexible Architecture

Codenamed

Falcon Shores

L L — O

XPU

4

Significant improvement across

Compute Bt oy

e |
Bandwidth
socket
=] i
e 4 Manufactured with IDM 2.0

For lllustrative purposes only, represents scalable architecture designed to address full installed base across a range of performance requirements.

=
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Thank You
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Lecture: The Era of Chiplets and its Impact to Future System Designs

Tobias Webel (IBM)

Moore's Law, which predicts that the number of transistors on a microchip will double every 18 to 24 months, is still a
guiding principle in the design and manufacture of computer hardware. While some experts have predicted that
Moore's Law may eventually reach its limits due to the physical constraints of semiconductor technology, many
others believe that new innovations and approaches will continue to push the boundaries of what is possible.

One innovation area which is currently heavily pursued by key Hardware companies is the so called chiplet approach.
Chiplets are small, modular components that can be combined to create larger, more complex systems. They allow
for greater flexibility and customization in the design of integrated circuits, and can also help to reduce costs and
increase efficiency. Chiplets have become increasingly popular in recent years, and are expected to play a major role
in the development of future computing systems.

Intel CEO Pat Gelsinger promised at company event that "Moore's law is alive and well," adding that “we are predicting
that we will maintain or even go faster than Moore's law for the next decade.

This lecture will introduce the chiplet concept, addresses opportunities and challenges of the chiplet approach and
will share insights in how the industry moves forward with an openness and standardization.

Tobias Webel (IBM)
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UCIe 1.0: Supports Standard and Advanced Packages L?Uglﬁ

Interconnect Express

INTEL
EMIB: Embedded Multi-die Interconnect Bridge

OHONONONONONONONONON®! QOO0 0000
Silicon Bridge -- Silicon Bridge
(e.g. EMIB) Package Substrate (e.g. EMIB)

@ e e6e6eee 666 @ @

@ 666 6 6 G

Package Substrate

TSCM
CoWoS: Chip-on-Wafer-on-Substrate

Standard Package: 2D - cost effective, longer .#”I“.,,Itlelrlolslel,”e”CIOIW””IL“”“”“”“
Package Substrate

Advanc;ed Packa_ge: 2.5D - power-efficient, high B e Fanout Ship on Substrate
bandwidth density :

(Standard Package)

O @GOG 6 G 6 G 6 & 6 6 (O G G @6 & & & G
Silicon Bridge H Fanout interposer (e.g. FOCoS-B) Silicon Bridge

Dies can be manufactured anywhere and xxxxxxxxxxxxxxxxxxxxx-x%lx-xxxxx
assembled anywhere - can mix 2D and 2.5D in Package Substrate
same package - Flexibility for SoC designer

(Multiple Advanced Package Choices)

One UClIe 1.0 spec supports different flavors of packaging options to build an open ecosystem

Property of Universal Chiplet Interconnect Express™ (UCIle ™) 2023 Source: UCIe Webinar, February 21, 2023



Compute
) E>xpress
Link — =1

the next generation of the CXL specification

CXL 1.0 /11 CXL 2.0 CXL 3.0

Release date 2019 2020 1H 2022
Max link rate 32GTs 32GTs 64GTs
Flit 68 byte (up to 32 GTs) v v v
Flit 256 byte (up to 64 GTs)

Type 1, Type 2 and Type 3 Devices v

Memory Pooling w/ MLDs
Global Persistent Flush
CXL IDE

Switching (Single-level)

NSNS LS B

Switching (Multi-level)

Direct memory access for peer-to-peer
Enhanced coherency (256 byte flit)

Memory sharing (256 byte flit)

Multiple Type 1/Type 2 devices per root port

o B S AR SR IR " s SRR 8 e S R L S SR

Fabric capabilities (256 byte flit)




AMD EPYC Roadmap

INDUSTRY LEADING OPTIMIZED SILICON




AMD State of the Art (CPU)

Gaming CPU * 1x 3D-V Cache Chiplet
AMD Ryzan Genoa 4" Generation (7900X3D) * 5nm TSMC
* GA: February 2023 « Justone CCD gets a 3D-V Cache Chiplet (64MB)
« 16 cores « 1x IO Chiplet
« 2x CCD (Core-Cache Dies) Chiplets « 6nm TSMC
« 5nm TSMC « 122 mm?
e 71mm?2 « 2.5D + 3D Packaging

13 billion transistors

AMDA 3D CHIPLET TECHNOLOGY

Structural silicon

64MB L3 cache die

Direct copper-to-copper bond

Through Silicon Vias (TSVs) for
silicon-to-silicon communication

Up to 8-core "Zen 3" CCD

A PACKAGING BREAKTHROUGH FOR HIGH-PERFORMANCE COMPUTING

GI — Winter School 2023 - 04/03/2023 ® 2023 IBM Corporation
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