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• Manageability and Boot Security 
Hardware Architect for IBM zSystems
and IBM POWER Systems

• Manageability
• Reliability, Availability and Serviceability (RAS)
• IBM zSystems High availability: 7 nines

• Designed for 99.99999 % up time

• Boot Security
• Selfboot
• Secure Boot
• Quantum Safe Secure Boot

• IBM zSystems
• Data serving and transaction processing platform
• Designed for large-scale enterprise computing 

with a focus on RAS

• IBM POWER Systems
• Designed for high-performance general-purpose 

computing workloads

Market Segments

IBM zSystems IBM POWER Systems

2U rack (S1022)

Single frame 42U machine (E1080)
Single frame 42U machine (z16)
could go up to 4 frames

GI – Winter School 2023 - 04/03/2023 © 2023 IBM Corporation



3

• Chiplets
• Introduction and Motivation

• State of the Art
• IBM, INTEL, AMD

• Universal Chiplet Interconnect 
Express (UCIe) 1.0 Specification

• Usage Models for UCIe

• Future of Chiplets

Agenda
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Chiplets
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High Performance Single Chip Module

= (1st level) package

Chip



SKU: Stock Keeping Unit
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Major Chiplet Industry Initiatives 
Universal Chiplet Interconnect Express (UCIe)

• Founded: 2022
• Goal: Heterogeneous integration of silicon by an 

open chiplet ecosystem
• Die-to-Die interface: UCIe

Open Compute Project (OCP)
• Founded: 2011
• Open Domain Specific Architecture (ODSA) WG
• Goal: Integrate best of class chiplets from multi 

vendors thru open interfaces
• Die-to-Die interface: Bunch Of Wires (BoW)
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Source: Synopsys, New Horizons for Chip Design, Jul 27, 2022

Silicon Interposer Face to Face Chiplets
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2D 2.5D
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State of the Art
IBM, INTEL, AMD
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Single Chip
1 chip
8 cores
256MB cache

Dual Chip Module
2 chips
16 cores
512MB cache

7nm Samsung HPP
Chip Size: 530 mm2

Chip to Chip: MBUS (IBM proprietary)

4-Socket Drawer
8 chips
64 cores
2GB cache

4-drawer system
32 chips
256 cores (*)
8GB cache

(*) up to 200 client configurable cores in max system

State of the Art
IBM zSystems, Machine Generation z16, GA: 2Q22
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State of the Art
IBM POWER, Machine generation POWER10, GA: 3Q21



Server CPU
INTEL Sapphire Rapids
• GA: January 2023
• 56 cores
• 4x Processor Chiplets

• 7nm Intel
• 400 mm2

• 2.5D Packaging (EMIB)
• 100 billion transistors
• 4x HBM2e (64GB)
• CXL 1.1+
• Chiplet to Chiplet Interface:

• Modular Die Interface (MDF)
• Intel proprietary 

INTEL State of the Art (CPU)
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GPU
INTEL Ponte Vecchio
• GA: January 2023
• 16x compute chiplets

• 5nm TSMC
• 8x Rambo Cache chiplets

• 7nm Intel
• 2x Xe-Link chiplets

• 7nm TSMC
• 2x Base chiplets (MEM, PCIe, CXL)

• 7nm Intel
• 646 mm2

• 8x HBM (128 GB)
• 11x EMIB chiplets
• 16 thermal chiplets
• 2.5D (EMIB) + 3D (Foveros) Packaging
• Silicon area =  2330 mm2

• 100 billion transistors
• CXL 1.1+

INTEL State of the Art (GPU)

• Exascale supercomputer, Aurora, sponsored by the United States Department of Energy (DOE), 
expected completion is 2023

• Each node consists of 
• two CPUs (Intel Sapphire Rapids)
• Six  GPUs (Intel Ponte Vecchio)

compute

cache

Xe HBM

Thermal
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INTEL State of the Art (GPU)
GPU
INTEL Ponte Vecchio
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Server CPU
AMD Epyc Genoa 4th Generation (9654P)
• GA: November 2022
• 96 cores
• 12x CCD (Core-Cache Dies) Chiplets

• 5nm TSMC
• 72 mm2

• 1x IO Chiplet
• 6nm TSMC
• 397 mm2

• 2.5D Packaging
• 90 billion transistors
• CXL 1.1+
• Chiplet to Chiplet Interface:

• Infinity Fabric On package (IFOP)
• AMD proprietary 

AMD State of the Art (CPU)
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AMD State of the Art (GPU)
GPU
AMD Instinct MI250X
• GA: November 2021
• 14080 stream processors 

(CDNA 2.0)
• 2x Processor Chiplets

• 6nm TSMC
• 724 mm2

• 8x HBM2e (128 GB)
• 2.5D + 3D Packaging
• 116 billion transistors

• Exascale supercomputer, Frontier, hosted at the Oak Ridge Leadership Computing 
Facility (OLCF) in Tennessee, United States and first operational in 2022

• Each node consists of 
• one CPU (AMD Epyc 3rd Generation 7453s "Trento" 64 core)
• four GPUs (Instinct MI250X) GI – Winter School 2023 - 04/03/2023 © 2023 IBM Corporation 17
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AMD State of the Art (APU  = CPU + GPU)
APU
AMD Instinct MI300 APU (Accelerated Processing Unit)
• GA: 2H 2023
• 24 zen4 cores
• TBD stream processors (CDNA 3.0)
• 13 chiplets
• 9 chiplets 5nm TSMC (CPU, GPU ?)
• 4 chiplets 6nm TSMC (MEM, IO, .. ?)
• 5nm chiplets sit on top of 6nm chiplet
• 8x HBM3 (128 GB)
• 2.5D + 3D Packaging
• 146 billion transistors
• CXL 3.0

• Exascale supercomputer, El Capitan, hosted at the Lawrence Livermore National Laboratory, United States and 
projected to become operational in 2023

• El Capitan has been announced to use an unknown number of AMD Instinct MI300 CPUs

• MI300 announced by AMD, Consumer Electronic Show 
(CES), January 5th, 2023 
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Source: AMD, ISSCC, February 20, 2023

CDNA: Compute DNA
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Universal Chiplet
Interconnect Express 
(UCIe) 
1.0 Specification
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May 2022

Think of UCIe being the PCIe but for 
chips

The first incarnation of UCIe will be 
roughly four times faster than PCI-
Express over the same distance

UCIe has the potential to be well over 
10 to 20 times faster than PCI Express

21

Bob Brennan, INTEL
Vice president and General Manager for customer 
solution engineering of Intel Foundry Services

Source: https://www.hpcwire.com/2022/05/11/intel-says-ucie-to-outpace-pcie-in-speed-race/ 
May 2022

GI – Winter School 2023 - 04/03/2023 © 2023 IBM Corporation



GI – Winter School 2023 - 04/03/2023 © 2023 IBM Corporation 22



Chiplet B

Chiplet A

Source: UCIe Webinar, February 21, 2023
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Source: UCIe Webinar, February 21, 2023
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Source: UCIe Webinar, February 21, 2023GI – Winter School 2023 - 04/03/2023 © 2023 IBM Corporation 25
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Usage Models 
for UCIe
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Source: UCIe Webinar, February 21, 2023GI – Winter School 2023 - 04/03/2023 © 2023 IBM Corporation 28



Source: UCIe Webinar, February 21, 2023
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Source: UCIe Webinar, February 21, 2023

AMBA:
Advanced Microcontroller Bus 
Architecture by ARM
CHI:
Coherent Hub Interface
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Source: UCIe Webinar, February 21, 2023
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Future of Chiplets
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Source: AMD, ISSCC, February 20, 2023

Si INT: Silicon Interposer
EFB: Elevated Fanout Bridge
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Source: AMD, OCP, March 2023GI – Winter School 2023 - 04/03/2023 © 2023 IBM Corporation
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Source: AMD, OCP, March 2023GI – Winter School 2023 - 04/03/2023 © 2023 IBM Corporation
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Source: AMD, ISSCC, February 20, 2023
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Source: AMD, ISSCC, February 20, 2023
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Source: AMD, ISSCC, February 20, 2023
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Source: AMD, ISSCC, February 20, 2023
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Source: 
https://www.nextplatform.com/2022/06/08/the-increasingly-graphic-nature-of-intel-datacenter-compute/
June 8, 2022

Intel Roadmap

INTEL decommitted 
Rialto Bridge
March 03, 2023
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Source: Intel Super Computing Conference
Mid November 2022

GPU

CPU

GPU only

CPU + GPU

CPU only
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Thank You
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Backup



INTEL
EMIB: Embedded Multi-die Interconnect Bridge

TSCM
CoWoS: Chip-on-Wafer-on-Substrate

ASE
FOCoS: Fan-Out Chip on Substrate

Source: UCIe Webinar, February 21, 2023





AMD EPYC Roadmap

Trento:
Optimized version of Milan



AMD State of the Art (CPU)
Gaming CPU
AMD Ryzan Genoa 4th Generation (7900X3D)
• GA: February 2023
• 16 cores
• 2x CCD (Core-Cache Dies) Chiplets

• 5nm TSMC
• 71 mm2

• 1x 3D-V Cache Chiplet
• 5nm TSMC
• Just one CCD gets a 3D-V Cache Chiplet (64MB)

• 1x IO Chiplet
• 6nm TSMC
• 122 mm2

• 2.5D + 3D Packaging
• 13 billion transistors
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